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Outline: the future of...

* Processors ... Dennard scaling has ended, will Moore’s law end too?
or is there still “plenty of room at the bottom?” (Feynman 1959)

* Memory ... DRAM, SRAM - non-volatile storage
* Storage ... 2 Thermal assist magnetic writing with x100 density

e Data and Data Motion: how big is the SKA on a world scale?
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Gordon Moore 1965: “The complexity for minimum component costs has increased
at a rate of roughly a factor of two per year (see graph on next page). Certainly over
the short term this rate can be expected to continue, if not to increase. Over the
longer term, the rate of increase is a bit more uncertain, although there is no
reason to believe it will not remain nearly constant for at least 10 years.”



Exhibit 1: Number of Transistors per Device
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Source: Company data, Credit Suisse estimates
http://qz.com/218514/chip-makers-are-betting-that-moores-law-wont-matter-in-the-internet-of-things/
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How Lara Croft's changing face illustrates
Moore's law
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PERFORMANCE DEVELOPMENT PROJECTED
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Top 500 supercomputers: Sum, #1, #500

http://www.wired.com/2014/06/supercomputer_race/



RMAX RPEAK POWER

RANK SITE SYSTEM CORES (TFLOP/S) (TFLOP/S) (KW)
1 National Super Computer  Tianhe-2 (MilkyWay-2) - TH- -3,120,000 33,862.7 94,902.4 17,808
Center in Guangzhou IVB-FEP Cluster, Intel Xeon E5-
China 2692 12C 2.200GHz, TH
Express-2, Intel Xeon Phi 31S1P
MUDT t | Both use accelerators
2 DOE/SC/0Oak Ridge Titan - Cray XK7 , Opteron 6274 560,640 17,590.0 27,1125 8209
National Laboratory 16C 2.200GHz, Cray Gemini
United States interconnect, NVIDIA K20x
Cray Inc.
3 DOE/NNSA/LLNL Sequoia - BlueGene/Q, Power 1,572,864 17,173.2 20,132.7 7,890
United States BQC 16C 1.60 GHz, Custom
IBM

(November 2014)



S o

=
T
5
10
T T

f

LA
STl B
l'\'.'ﬂ'

CPU: Intel E5-2600 Ivy Bridge
(10 core version shown), 22nm

Accelerator: Intel Xeon Phi
60 cores, 22 nm
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PERFORMANCE DEVELOPMENT
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New US Government Supercomputers ’/25/3;]2010

OAK L M Lawrence Livermore
RIDGE National Laboratory

! ; ; ) i A
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150-300 PFLOPS Peak Performance

IBM POWER9 CPU + NVIDIA Volta GPU

NVLink High Speed Interconnect

40 TFLOPS per Node, >3,400 Nodes
2017




PERFORMANCE DEVELOPMENT PROJECTED

a*

"
»
.
* »
&

100 PFLOP/S b
R - : . .
10 PFLOPIS s * P s
Sum _ ¢ o ° -V
e — e @ e o o
1 PFLOP/S o @ °
o ® ® o 0 T Tayures
o © N=1 . a0 @ T TROS.
100 TFLOP/S o ® * ¢ o e ® .
e © ® & » & & 0 . o o—F
@ : .
<3 o
o
10 TFLOP/S m o " o «c ® ® z =
e e & @ N=500 o ©
— e ¢ e ® o o yO0le @
1 TFLOPIS F s ®
59.7 oo [N T
S — <
100 GFLOP/S ° e ®
TR iy
—— Q
10 GFLOP/S o ®
- c ® ©®
<

1 GFLOP/S

1993 1994 1985 1996 1987 1988 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2008 20010 z0my 2012 2013 2004 2005 2006 2017 2018 2019

~200 Pfin 2017: Right on track

http://www.wired.com/2014/06/supercomputer_race/



PERFORMANCE DEVELOPMENT
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Where is SKA1?

Gridding + FFT + reprojection for SKA Phase 1 (2023%*):

SKA1-Low: 1.3 Petaops/s
SKA1-Mid: 13 Petaops/s
SKA1-Survey: 9.7 Petaops/s

Convolution kernels:
SKA1-Low: 0.43 Pops/s
SKA1-Mid: 0.37 Pops/s
SKA1-Survey: 0.98 Pops/s

All per major cycle of processing, assuming 10 cycles (Bojan Nikolic 2014, SDP team)

http://www.wired.com/2014/06/supercomputer_race/

"“’mm////////

2023

(* Date from John Womersley 2015, STFC)



PERFORMANCE DEVELOPMENT
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All per major cycle of processing, assuming 10 cycles (Bojan Nikolic 2014, SDP team)

http://mww.wired.com/2014/06/supercomputer_race/ (* Date from John Womersley 2015)



SQUARE KILOMETRE ARRAY

Exploring the Universe with the world's largest radio telescope

Choose your local minisite
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The World’'s Largest Radio Telescope Takes A Major
Step Towards Construction

SKA Organisation HQ — Monday 9 March - At their meeting last week at the SKA Organisation Headquarters

near Manchester, UK, the SKA Board of Directors unanimously agreed to move the world’s largest radio telescope
forward to its final pre-construction phase. The design of the €650M first phase of the SKA (SKA1) is now defined,
consisting of two complementary worid-class instruments — one in Australia and one in South Africa — both expecting to

deiiver exciting and transformational science.

The SKA instruments will be located in two countries — South Africa and Australia. In the first phase of the project,
South Africa will host about 200 parabolic antennas or dishes — similar to, but much larger than a standard domestic
satellite dish — and Australia more than 100,000 ‘dipole’ antennas, which resemble domestic TV aerials.



Hardware Alternatives (Broekema et al. 2015, SDP)

The fiducial design considered by the SDP (2015) is a CPU+GPU combination.

There are other Exascale projects too:

- China: Milky Way 2 upgrade to 0.1 Exaflop in 2015, exascale by 2020

- Japan: S1.1B to develop 0.2-0.6 Exaflop computer by 2020: “Flagship 2020”
- Europe: 8 separate projects toward the Exascale

For the SKA, it is not just high speed but also low power:
-The goal is 5.5 MWatts for a ~300 Pflop computer in SKA1
e.g., Milky Way 2 is 34 Pflops at 24 MWatts — 40x higher per flop!

Worth considering completely different architectures, e.g., FPGA computing, microchips



ASTRON An example considered TRM ¥
by the DOME Project

uServer:

The integration of an entire server node motherboard” into a
single microchip except DRAM, Nor-boot flash and power
conversion logic.

This does NOT imply low performance!

and 1/2 power per flop (Luijten 2015)*

139mmx55mm

*Freescale T4240 12 cores 24 threads comp.
to Intel Xeon E3-1230L 4 cores, 8 threads

"0 orapkice Ronald P. Luiften— SC14 16-20 Nov 2014



Will Moore’s Law Continue?



Appears in the Proceedings of the 38" International Symposium on Computer Architecture (ISCA "11)

Dark Silicon and the End of Multicore Scaling

Hadi Esmaeilzadeh™ Emily Blem* Renée St. Amant® Karthikeyan Sankaralingam* Doug Burger-

"University of Washington
iThe University of Texas at Austin

*University of Wisconsin-Madison
*Microsoft Research

hadianeh@cs.washington.edu blem@cs.wisc.edu stamant@cs.utexas.edu karu@cs.wisc.edu dburger@microsoft.com

Model CPUs + GPUs
12 sample simulations

what fraction of nodes
are not useful for
speedup, or must be
turned off to limit power
density on chip?
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Solid State
TECHNOLOGY. -

Insights for Electronics Manufacturing

HOME | SEMICONDUCTORS | PACKAGING @MEMS | LEDS | DISPLAYS @ DESIGN @ MAGAZINES | SEM

1'145’ W Tweet 5’&,5',‘?'9 178 | &+1 < 14

Moore’s Law has stopped at 28nm

By Zvi Or-Bach, President & CEO of MonolithiC ~ (March 2014)

While many have recently predicted the imminent demise of Moore’s Law, we need to recognize that this ac-
tually has happened at 286nm. From this point on we will still be able to double the amount of transistors in a

single device but not at lower cost. And, for most applications, the cost will actually go up.
http://electroig.com/blog/2014/03/moores-law-has-stopped-at-28nm/



Lithography Dominates the
Cost Impact of Scaling

At advanced nodes, Litho starts
to dominate the wafer cost.

“28nm “20nm ™N+1193i ~“N+1EUV

ey

Wet etch CMP Doping Metrology Metallic Dry etch Diffusion +
Deposition Dielectric
Deposition

Source: IMEC, GLOBALFOUNDRIES

http://www.semiconwest.org/sites/semiconwest.org/files/docs/SW2013_Subi%20Kengeri_ GLOBAFOUNDRIES.pdf



Technology scale on chip versus A of light source
1000

Wavelength (nm)

_____________________________________________________

k{laser: 248 hm

) AF laser: 193 nm
— - - - -4

(Air absorbs at 185 nm)

T R
. Technology scale is
g ” smaller than the
wavelength of light
10 ; ;
1000 100 10

Technology Node (nm)



Light Light exposes a “photoresist” that is non-linearly
source sensitive to it, changing chemically only at the
condenser e Orightest places. Each exposure makes tiny features

separated by L. New exposures with new masks are

Cr on glass L msm—au—m— Made at positions shifted by the feature size.
mask

D Prepare Wafer
e

reduction
optics x5 reduction

T ek
image in IR R EREEREER
resist on " _ — e Expoce
wafer mmmm’wm ........... %mm. Align

wavelength-scale features _ Develop

Eich, Implant, eic.
http://www.lithoguru.com/images/lithobasics_clip_image004.gif

http://ece560web.groups.et.byu.net/papers/lithography_harriot_01.pdf _ Strip Resist
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Pricing: X'over on Transistor Cost XN

40/55 vs 55/80 x'over:

02

o

>
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- X'tor cost = F ( yield(t), scaling factor, wafer cost )
=X'over not quite on the 2yr (8Q) cadence.

=20 or 14nm cost barely goes below the previous one, no saving!

http://www.extremetech.com/computing/123529-nvidia-deeply-unhappy-with-tsmc-claims-22nm-essentially-worthless




Investment Needed For
ONE LEADING EDGE FAB

450mm
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AMD, Nvidia both skipping 20nm GPUs as
TSMC plans $16 billion fab investment,
report says

Joel Hruska ~ebrt 5-at 4 39 Comments

http://www.extremetech.com/computing/199101-amd-nvidia-both-skipping-20nm-gpus-as-tsmc-plans-massive-16b-fab-investment-report-says



PCWor Intel: Moore's Law will
g Qldw continue through 7nm chips

| Mark Hachman
@;arkhe;chm!an Feb 22,2015 12:.00 PM  E& ¢=p

(EP1) Moore's Law Challenges Below 10nm: Technology, Design and Economic

Implications
“Intel bglieves that the current pace $ / mm? mm? / Transistor & / Transistor
of semiconductor technology can o0 (normalized) , (pormalized) 1 (pormalized)
continue beyond 10nm technology
(expected in 2016 or so), and that
7nm manufacturing (expected in

2018) can be done without moving
to expensive, esoteric

manufacturing methods like
ultraviolet lasers™ : 001 oo
£ E E E E E E

Scaling continues to provide lower cost per transistor
Cost reduction is needed to justify new technology generations

0
0
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0
0
0
5
5
2
2
4
0
0
40 nm
8% nm
45 nm
32 nm
22 nm
14 nm
10 nm

(13.5 nm from excited Tin gas)

http://www.pcworld.com/article/2887275/intel-moores-law-will-continue-through-7nm-chips.htmi



Following Moore’s Law is Expensive: Where does the money come from?

Table 1. Worldwide IT Spending Forecast (Billions of U.S. Dollars)

2013 2013 2014 2014 2015 2015
Spending Growth (%) Spending Growth (%) Spending Growth (%)

Devices 141 1.2 @ 5.8

Data Center Systems 140 -0.1 140 0.4 144 2.9
Enterprise Software 300 3.1 321 6.9 344 1.3
IT Services 932 0.0 967 3.8 1,007 4.1
Telecom Services 1,624 =12 1,635 0.7 1,668 2.0
Overall IT 3,673 0.0 3,749 2.1 3,888 3.7

Source: Gartner (June 2014)



Tech Companies =

Top 1 or 2 Sector by Market Cap in S&P500 for Nearly 2 Decades

20 Years Ago: Peak of NASDAQ: Today:
Dec 1994 — S&P500 = $3.2T Mar 2000 - S&P500 = $11.7T May 2014 - S&P500 = §17.4T
Sector Weight LargestCompanies Sector Weight Largest Companies Sector Weight LargestCompanies
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Memory



- 3,387,286

Patented June 4, 1968

United States Patent Office

3,387,286
FIELD-EFFECT TRANSISTOR MEMORY
Robert H. Dennard, Croton-cn-Hudson, N.Y., assignor to
International Business Machines Corpeoratien, Armonk,
N.Y., a corporation of New York
Filed July 14, 1967, Ser. No. 653,415
21 Claims. (CL 340—173)

ABSTRACT OF THE DISCLOSURE

. The memory is formed of an array of memory cells
controlled for reading and writing by word and bit lines
which are connected to the cells. Each cell is formed, in
 oné embodiment, using a single field-effect transistor and
a single capacitor. The gate electrode of the transistor is

IR Uy (TS P B

10

2 |
tinent in disclosing various concepts and structures which
have been developed in the application of field-effect tran-
sistors to different types of memory applications, the pri-
mary thrust up to this time in conventional read-write
random access memorigs has been ig ect_a plurality
of field-effect transisto
uration. Memories of t
active devices in eac
quires a relatively largs
strate. This type of de
cells which can be bui
necessitates the use o
the expense of speed ¢

Bit Line

Summary of the invention

,] —

> DDR3-1333 MHz
& Unbuffer DIMM

Warranty Void if Removed




Popular Now:
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Home > Computer Hardware

NEWS

Apple will consume 25% of all DRAM in the world
next year

Samsung 6 Gb DRAM

DRAM production: 1.05 Million chips/month
(Electronic News Sept 2014)

1.05M x 6Gb x 12 months =
7.6E16 bits/yr of DRAM

http://www.computerworld.com/article/2687940/apple-will- Rice production =4E16 grains/yr
consume-25-of-all-dram-in-the-world-next-year.html




One problem: charge in the capacitor a) Stack capacitors
continuously leaks above the transistor

Solution: read it and re-write it every 64 ms
This makes DRAM power hungry

— BAD for Exascale computers
Transistor




Power Use in Peta- to Exa- Scale Systems

20 PF/s 2012 typical application power distribution

Floating point

Integer
core

DDR chip

O Link power

B Network logic power
O DDR chip power

O DDR /O power

B L2 cache power

O L2 to DDR bus power
B L1P to L2 bus power
OL1P power

B L1D power

B Leakage power

O Clock power

O Integer core power
B Floating point power

Memory

1 EF/s 2018 typical application power distribution
Floating point

Integer
core

DDR chip Memory

DDR = double data rate DRAM

(ref: IBM BlueGene team 2012)




Solutions to Power Problem: “non-volatile memory”

Normal Field Effect Transistor

1. Voltage on “Control Gate” pulls up n
s . Source Bit Ling
electrons from the body “P” and this L= Word Tne
allows a current to flow from the Control Gate
“source” to the “bit line” (=“drain”)




Solutions to Power Problem: “non-volatile memory”

FLASH (Toshiba 1984):

Voltage on “Control Gate” pulls up

) Source Bit Line
electrons from the body “P” and this Line Word Line
allows a current to flow from the Control Gate
“source” to the “bit line” (=“drain”) Float Gate
When “Float Gate” is charged, fewer

electrons move up and voltage to drive a
current is higher.

Sense state by applying intermediate
voltage: if current flows, the “Float Gate”
is uncharged, if no current flows, the FG
is not charged: bits are 1 or O respectively




The Bleak Future of NAND Flash Memory"

(FAST'12 Proceedings of the 10th USENIX
conference on File and Storage Technologies,
: ; : 2012)

Laura M. Grupp', John D. Davis*, Steven Swanson'
+Departnwm of Computer Science and Engineering, University of California, San Diego

*Microsoft Research, Mountain View

“future gains in density will come at significant drops in performance and reliability”
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Non-volatile Memory in the SKA Era:

Phase Change Memory: chalcogenide glasses (GbSbTe)
Crystal phase conducts electricity, amorphous phase does
not. Phase is changed by temperature cycling.

Bit Line

Limited production by Numonyx (2008),
Samsung (2009), Micron (2012 for Nokia phones,
but withdrawn in 2014 to pursue 3D FLASH)




Magneto-resistive Random Access Memory (MRAM)

Under development by IBM, Hynix, Samsung and Toshiba
Faster than FLASH, longer life, more reliable

Magnetic Free Layer
Tunnel barrier
Magnetic Pinned Layer

Everspin Technologies - The MRAM Campany

First Generation MRAM
8-bit Parallel 'SRAM Interface
16-bit Parallel SRAM Interface

SPI and Quad SPI Interface

Second Generation MRAM
DDR-3 DRAM Compatible MRAM

Embedded MRAM



Research Level: Silver electrode < 10p
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Crossbar, Inc. working on resistive RAM (RRAM) to replace FLASH

https://www.youtube.com/watch?feature=player_detailpage&v=EWbikdFFs6A
http://www.digitaltrends.com/computing/resistive-ram-how-it-could-change-storage-forever/



Decades away....

IBM Almaden Lab,
Science, 2012
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http://www.extremetech.com/computing/113237-ibm-stores-binary-data-on-12-atoms



Storage



Predicted energy consumption
by data centers worldwide

. Development targets for HDDs

Reduction of power consumption >> To reduce power consumption and increase information

is a major social issue!
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handling capacity...
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storage capacity!

Recording density
must be
further boosted!
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(Seagate expects thermally assisted
magnetic recording in 2016)
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Perpendicular vs. HAMR Recording! . Laser

) *. Heat above
the Curie Temp.

4 . reduces coercivity*
4 | and allows writing in

a smaller area with a
given magnetic field

*=resistence to
demagnetization

o
zPU)
0N e X
Z4= 0

Soft Underlayer Soft Underlayer




Data Volume



Photos Alone = 1.8B+ Uploaded & Shared Per Day...

Growth Remains Robust as New Real-Time Platforms Emerge

Daily Number of Photos Uploaded & Shared on Select Platforms,

2005 - 2014YTD
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‘Digital Universe’ Information Growth = Robust...

+50%, 2013

2/3rd's of Digital Universe Content = Consumed / Created by Consumers
...Video Watching, Social Media Usage, Image Sharing...

13ZB
(+40% Y/Y)

A ZetaByte is 1000 12
ExaBytes, and

1,000,000 @ @
PetaBytes 2 -

é‘ (+50% Y/Y)

§ 6 oo >

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

@KPCB Note: 1 petab/yte = 1MM gigabytes 1 20tabyte = TMM potabytes
Souce IDC Dgital Uniwerse. data as of 5'14



SKA Archives, to be duplicated at SA and AU (Bolton 2015, SDP)

Long term (e.g., tape): 500 PBy initial with 130 PBy/year additional (transfer rate = 4 GBy/sec)
After 5 years:

Australia: LOW: 0.575 EBy, SURVEY: 0.575 EBy

South Africa: MID: 1.15EBy

‘Digital Universe’ Information Growth = Robust...

+50%, 2013

Mid term archives (faster 10): I O oo Watcning, Sociat Modia Usage, Image Sharng..
LOW: 30 PBy, SURVEY: 70 PBy, MID: 70PBy
Storage for a full hemisphere of sky: :, e

SURVEY: 15 EBy (taking 9 months),
MID: 260 EBy (taking 9.5 years)




Data Motion



SKA Data Rates, not stored:

From the telescopes to the correlators:

SKA1-LOW: 911 stations @ 10 Gb/s/stat =9.1 Tb/s

SKA1-MID 190 dishes + MeerKAT = 254 dishes at 24 Gb/s/dish = 6.1 Tb/s

SKA1-SURVEY 60 dishes ASKAP =96 dishes @ 2Tb/s =192 Tb/s
(Faulkner 2013; low-bit data)

From the correlators to the Science Data Processor (Dolensky 2015, SDP):
LOW: 7.3 TBy/s, MID: 3.3 TBy/s, SURVEY: 4.6 TBy/s



What is the transmission limit for optical fiber? ...

the bandwidth of light, and at 1.5 um, that is ~ 200 Tb/s
when many wavelengths simultaneously carry the
information.

Shannon-Hartley theorem: Max Info Rate = BW log,(1+S/N) =

C-Band Channel
“Erbium Window”
3000 GHz bandwidth

Ultra-high-density spatial division multiplexing with a few-mode multicore fibre
van Uden et al. Nature Photonics (2014)

... demonstrate ... 5.1 Tbit s=' carrier™! (net 4 Thit s™' carrier ') on a single wavelength over a single fibre.

... with 50 wavelength carriers ... 255 Tbit s~ over a 1 km fibre link
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15 cables to Australia with an estimated 20 Tb/s lit capacity
Recall: SKA1 archive transfer rate to other sites: 4 GBy/s (32 Gb/s), no problem...

(Mike Lyons, IBM 2015)



Summary

Processors: Moore’s law for systems still on track

** $T/year investment: exponential growth continues to the SKA1 era
** also assumed by the SKA SDP 2015 report

Memory: changing to become more energy efficient (non-volatile)
— also allows extremely fast large memory spaces (“solid state memory”)
— However, new memory technologies are more expensive now

SKA1 data volumes are not excessive by world standards
SKA1 raw data rates are large but the technology should handle it.

Not discussed: software changes, machine learning, neural networks, ...
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